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The last two decades have seen a remarkable effort to include self-awareness and conscious experience as topics for the natural sciences. Neuroscientists, philosophers and psychologists share the goal of trying to understand how the mind relates to the brain. The effort represents a gathering conviction that a fruitful convergence of disciplines is timely. It is a co-evolutionary strategy, typified by interaction among research domains, where research at one level provides constraints, corrections, and inspiration for research at other levels. The interdisciplinary integration has, however, brought us to a methodological challenge. Neuroscience and cognitive science traditionally believe that objective data represent the primary source of evidence, and that subjective reports are secondary. Subjective experiences, however, cannot be observed “from the outside” – objectively.

At the symposium, this challenge will be addressed by opening lectures that describe the conscious experience and function of self-awareness. Important empirical data have been obtained by neuroimaging methods that are based on hemodynamics and energy metabolism. Several groups have shown that paralimbic cortical regions, and the lateral parietal and subcortical regions to which they are closely connected, are strongly active under conditions supposedly related to self-awareness. This includes the “resting state” which may in fact be dominated by self-reflection. The system has been referred to as the “default mode system” due to the fact that its energy consumption decreases markedly during goal-directed activity in the external world. The symposium includes a discussion of the basic nature of this system with presentation of different views. Its importance in human life has interested researchers in its ontogenetic and phylogenetic development, and new data will be presented.

As another example, the introduction of magneto-encephalography in the study of self-awareness and disorders has recently resulted in new understanding of the oscillatory activity that links the regions of the paralimbic “default mode” system. We now know more about the contribution of GABA-ergic interneurons to the genesis of such oscillations at the cellular level, and a separate section will deal with this area, and its promises with respect to the development of transmitter-based therapies. Exciting data have elucidated aspects of the pathogenesis of disorders of self-awareness and self-control, such as schizophrenia and pathological gambling.

The symposium aims to address the fundamental limitations of interpreting experimental results: To which extent can experimental findings provide insights into causal mechanisms behind the “emergence” or “creation” of conscious experience, and to which extent do they represent correlations only? Similarly, the symposium will discuss how empirical data best inspire, improve, and be incorporated in theoretical models of mind-brain relations in this field.
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PROGRAM - Wednesday 17 September 2014

08.30 - 08.45 Welcome address
Leif Østergaard, Aarhus (leif@cfin.au.dk)
Opening remarks
Morten Overgaard, Aarhus (morten.overgaard@ki.au.dk)

Session I. Discussion Leader: Andreas Roepstorff, Aarhus

08.45 – 11.00 Awareness and self-awareness
Dan Zahavi, Copenhagen (dza@hum.ku.dk)
Finding the Mind in the Brain: The opposing domains hypothesis
Anthony Jack, Cleveland (anthony.jack@case.edu)
Action and self-awareness
Patrick Haggard, London (p.haggard@ucl.ac.uk)

11.00 - 11.30 Coffee

11.30 – 13.00 Awakening of the newborn
Hugo Lagercrantz, Stockholm (hugo.lagercrantz@ki.se)
Development of metacognition
Josef Perner, Salzburg (josef.perner@sbg.ac.at)

13.00 – 14.00 Lunch

Session II. Discussion Leader: Chris Frith, London, Aarhus

14.00 – 16.15 Prediction-driven interactive loops between self-awareness and theory of mind
Axel Cleeremans, Bruxelles (axcleer@ulb.ac.be)
The self and others
Andreas Roepstorff, Aarhus (andreas@pet.auh.dk)
Social aspects of metacognition
Chris Frith, London (c.frith@ucl.ac.uk)

16.15 – 16.45 Coffee

Session III. Discussion Leader: Morten Overgaard, Aalborg, Aarhus

16.45 – 18.15 That’s me in the spotlight: The role of self-generated thought in understanding who we are
Jonathan Smallwood, Santa Barbara (smallwood@psych.ucsb.edu)
What is the fundamental empirical basis for self-awareness research?
Morten Overgaard, Aarhus (morten.overgaard@ki.au.dk)

19.00 Dinner (Restaurant Peder Oxe, Gråbrødretorv 11)
Self-awareness – an emerging field in neurobiology

PROGRAM - Thursday 18 September 2014

Session IV. Discussion Leader Uta Frith, London, Aarhus

08.30 – 10.45  Seeing without an I: Disturbances in minimal self-awareness
Shaun Gallagher, Memphis (s.gallagher@memphis.edu)

Paralimbic activity in minimal and extended self-awareness
Troels W. Kjaer, Copenhagen (neurology@dadlnet.dk)

Detecting and evaluating social information
Kai Vogeley, Cologne (kai.vogeley@uk-koeln.de)

10.45 – 11.15  C o f f e e

11.15 - 12.45  Self-awareness, emotions, and reward
Morten L. Kringelbach, Oxford, Aarhus (morten.kringelbach@queens.ox.ac.uk)

How does a molecule affect self-reflection?
Neuroimaging studies of oxytocin effects on neural correlates of self-referential processing
Shihui Han, Peking University, Beijing (shan@pku.edu.cn)

12.45 – 14.00  L u n c h

Session V: Discussion Leader: Hans C. Lou, Aarhus

14.00 – 16.15  The frontal lobe and metacognition
Steve Fleming, London (sf102@nyu.edu)

Precuneus and self-awareness
Andrea Eugenio Cavanna, Birmingham (a.e.cavanna@bham.ac.uk)

Neurovascular coupling and the decoding of brain states: Is less more?
Leif Østergaard, Aarhus (leif@cfin.dk)

20.00 -  D i n n e r (Restaurant Nimb Terrasse, Tivoli)
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PROGRAM - Friday 19 September 2014

Session VI. Discussion Leader: Gitte Moos Knudsen, Copenhagen

08.30 – 10.00  Brain oscillations and human behaviour
               Joachim Gross, Glasgow UK (joachim.gross@glasgow.ac.uk)
               
               Neural oscillations and predictive mechanisms in schizophrenia: Relevance to self-disturbances?
               Peter Uhlhaas, Glasgow (peter.uhlhaas@glasgow.ac.uk)

10.00 – 10.30  Coffee

10.30 – 12.00  Interneurons, gamma oscillations, and cognition
               Vikaas S. Sohal, San Francisco (vikaas.sohal@ucsf.edu)
               
               The Evolution of Self-Awareness
               Julian P. Keenan, Montclair, New Jersey (keenanj@mail.montclair.edu)

12.00 – 13.00  Lunch

13.00 – 15.15  Reprogramming of the self - teachings from placebo
               Martin Ingvar, Stockholm (martin.ingvar@ki.se)
               
               The neurochemical substrate for the actions of hallucinogens
               Gitte Moos Knudsen, Copenhagen (gitte@nru.dk)
               
               From correlation to causality – Implications for pathophysiology
               Hans C. Lou, Aarhus (hanslou1@gmail.com).

15.15 – 15.45  Leif Østergaard, Aarhus: Concluding remarks

15.45 - 16.15  Coffee

19.00 -  Farewell Dinner (optional)
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ABSTRACTS
The neuroscientific investigation of self and self-awareness has been going on for more than 15 years (cf. Damasio 1999, Kircher & David 2003, Feinberg and Keenan 2004, Feinberg & Keenan 2005, Gillihan & Farah 2005, etc.). During the last decade in particular many articles on the topics have been published. To that extent, one might wonder whether it is still appropriate to speak of self-awareness as an emerging field in neurobiology. The field seems pretty well consolidated. On the other hand, if one compares a few decades of neuroscientific work on self-awareness with philosophical theorizing on the topic, which has been going on for millennia, the former can indeed still be said to be in its infancy. When confronted with the disparity between the philosophical and neuroscientific exploration of these topics, the neuroscientist might opt for two rather different strategies. Either she do as Francis Crick (1995) and argue that there has been no real progress in philosophy during the last two thousand years, which simply shows that that approach has failed, and that it is now up to the empirical sciences to finish the job. Or she can adopt a slightly more modest attitude and remain open to the possibility that there might be resources in the philosophical tradition that can of relevance and importance for her own work. Not surprisingly, I favor the latter option, and as I will show in my talk, if neuroscience in its investigation of self-awareness chose to ignore philosophy, it does so at its own peril.

In my talk, I will discuss the relation between awareness and self-awareness. I will distinguish different notions of awareness and argue that we also need to distinguish different kinds of self-awareness. More specifically, I will defend the view that phenomenal awareness entails and is constitutively dependent upon what has been called pre-reflective self-awareness (Zahavi 1999, 2004, 2005, 2014). Failing to make the required distinctions, i.e., assuming that the notion of self-awareness is unequivocal, is bound to lead to confusion, not only regarding the relation between awareness and self-awareness, but also when it comes to any attempts to locate the neural correlate of self-awareness.

When reading research on self and self-awareness written by neuroscientists and neuropsychologists it is obvious that much effort is spent on explaining the experimental setup and on discussing and interpreting the experimental results. Much less time is typically devoted to discussing and clarifying the very notion of self and self-awareness at work. Indeed, to quote Klein, “most investigators sidestep these difficulties, relying on their readers’ familiarity with the term ‘self’, derived from years of knowledge by acquaintance, to confer a sense of confidence (in my opinion, false) that he or she knows to what the author refers” (Klein 2010: 173). But a lack of clarity in the concepts used will lead to a lack of clarity in the questions posed, and thus also to a lack of clarity in the design of the experiments supposed to provide an answer to the questions. Time permitting, I will exemplify this with reference to recent work on autism and facial self-recognition.
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How can we be sure that others truly have a mind? Whether or not they know it by its philosophical label, the problem of other minds is surely familiar to virtually everyone. The problem derives from an obvious asymmetry in knowledge. We have internal access to our own conscious experience – we are self-aware. However, we can only know other minds indirectly, through externally observable features such as behavior. The inferences we make about the internal states of others on this basis are, by all indications, often wrong. For those willing to embrace radical skepticism, the epistemological problem of other minds leads directly to metaphysical solipsism – the view that there is no mind but one’s own. Yet academic philosophers have not found solipsism to be a particularly appealing, or worrisome, metaphysical proposition about the mind. They have traditionally been more drawn to, or troubled by, a different metaphysical proposition: that of dualism. While solipsism is motivated by the apparent asymmetry between self-awareness and other-awareness, dualism is motivated by a less personal epistemological concern – how can we relate our knowledge of the physical to our knowledge of the mental? Not everyone believes this is a problem. Some have argued the appearance of a problem is merely an illusion (Dennett, 1991). Nonetheless, the history of philosophy tells a clear story. The explanatory gap (Levine, 2000) between these two types of knowledge drives what has been and continues to be one of philosophy’s central and defining problems. It may seem curious that it is not the more intuitively obvious problem of other minds, but the mind-body problem, which has dominated debate in philosophy of mind. Why have philosophers been more concerned by the distinction between minds and machines than by the distinction between self-awareness and external awareness? Philosophy has been accused of many flaws, yet it does have the distinction of being the only academic discipline that directly concerns itself with studying the nature of knowledge. Perhaps the philosophers are on to something.

Cognitive neuroscience is based on a simple methodological principle, known as cognitive subtraction (Price & Friston, 1997). Participants are presented with more and less complex tasks, and increases in brain activity are attributed to the presence of additional cognitive components in the more complex task. However, 15 years ago it was noticed that some brain regions break the rules of cognitive subtraction – they were more active the less complex the task (Shulman et al., 1997). These brain areas came to known as the Default Mode Network (DMN). It was later found that the DMN could usually be seen to be in tension with the Task Positive Network (TPN) (Fox et al., 2005). During tasks and at rest (in the absence of any task), the DMN tended to be less active when the TPN was more active. What could account for this pattern? The main hypothesis, which is now often stated as established fact, is that the activity in these networks reflects a tension between external and internal attention (Buckner, Andrews-Hanna, & Schacter, 2008). When people attend to their memories, their emotions or to their selves, then the DMN tends to be more active. On the other hand, when people attend to external stimuli, such as visual stimuli, then the DMN tends to be less active. Furthermore, we know that the TPN overlaps brain regions involved visual perception and attention, and that the DMN overlaps brain regions involved in awareness of our own bodily states. In other words, it has looked like the tension between these networks was a perfect candidate for explaining the problem of other minds – such that the DMN is concerned with self-awareness, and the TPN with external perception. There is no doubt that much of the data fits this interpretation, but is it the full story?

My laboratory has been working on testing the external vs. internal attention hypothesis against a second hypothesis called the opposing domains hypothesis. These hypotheses have some points of overlap. The opposing domains hypothesis holds that we understand the world using concepts which are grounded in different inputs. A similar hypothesis was originally put forward by the philosopher Thomas Nagel in his highly influential paper on consciousness “What is it like to be a bat?” (Nagel, 1974). In a footnote, Nagel explains how the mind-body problem might be understood as arising from our possessing two independent and disparate types of imagination “where the imagination of physical features is perceptual and the imagination of mental features is sympathetic.” Our understanding of the internal mental states of others does seem to be grounded in self-awareness. Consider, for instance, the psychopathic profile. Psychopaths are relatively insensitive to punishment – a psychological feature thought to be due to reduced
amygdala function. They are not well attuned to their own distress, and they are also not well attuned to the distress of others. They miss out on one of the most important cues which triggers our sympathy for others, although recent research indicates that they can model others’ internal mental states perfectly well when they deliberately choose to do so, which is often for instrumental purposes.

We have been comparing the two hypotheses using both experimental tests and meta-analytic methods. First, we have shown that different types of external attention-demanding tasks can push the networks in different directions, depending on whether people are asked to think about internal mental states or physical mechanisms (Jack et al., 2012). These effects cannot be explained by differences in visual attention. Second, we have shown that activity in these networks is influenced by whether we view other people sympathetically versus unsympathetically, as a result of dehumanizing (Jack, Dawson, & Norr, 2013). Third, we have conducted a meta-analysis which demonstrates that the prior evidence taken to support the internal vs. external attention hypothesis has not been examined carefully enough to distinguish that hypothesis from the opposing domains hypothesis. We show that the default network is not consistently recruited during memory recall, but only when the content of the memory inclines us to a sympathetic way of thinking, e.g. autobiographical memories. We also show that thinking about the actions and behaviors of others, the external symptoms of the mind, recruits the task positive network whereas thinking about the internal states of others, such as their emotions, recruits the default network. Finally, we have found that psychopathic personalities tend to view the mind as nothing but a physical object, whereas more sympathetic individuals are inclined to dualism (Jack, in press).

In conclusion, it is suggested that if we wish to promote self-awareness, then we shall first need to recognize that there are two very different paths to self-knowledge: one that involves a scientific understanding of ourselves as biological machines, and a second that involves a sympathetic understanding of our own and others’ experience. Care must be taken, first, to avoid confusing these distinct types of knowledge, second, to achieve a synthesis that respects the unique insights offered by each path.
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Many investigations of self-awareness used actions as an important marker of self. In the well-known “rouge test”, an animal is aware that it looks at itself if and only if it makes an appropriate targeted action towards the patch of rouge. However, action is also an important cue to self-awareness, and could even be partly constitutive of self-awareness. Several research traditions have investigated how we come to experience ourselves as the authors of our own actions. One class of experimental design compares the experience of “self-generated actions” with the experience of a physically similar body movement that is passive, involuntary, or reflexive. In this talk, I will review the findings of this experimental programme. Most results point to the conclusion that people know what they are doing, and that the experience of one’s own action is not exhausted by the experience of physical body movement.

Experiments in which self-generated action and involuntary movement co-occur offer a particularly interesting case: do involuntary movements that co-occur with self-generated actions come to feel self-generated, by a form of Hebbian associative learning and transfer? Within the limited learning opportunity of a typical behavioural experiment, the answer appears to be “no”. This suggests that the experience of self-generated action, and thus an important aspect of self-awareness, depends on an experience triggered rather directly by some internal signal within the brain’s motor systems. I will describe a number of behavioural, neuroscientific and psychopathological studies that aim to identify this putative signal.
The newborn infant wakes up at birth when it takes its first breaths of air and cries. The eyes become wide open with large pupils. It is aroused triggered by the stress of being born\(^1\) and the transition from the womb to the cooler extraterine environment. The evaporation of amniotic fluid has this cooling effect even in a tropical milieu. The first breaths of air have since antique time been regarded as the ignition of life as indicated by the word spiritus. The newborn becomes animated in this way – i.e. the emergence of consciousness\(^2\). In modern time a bioethics committee\(^3\) has stated that when the newborn ‘encompasses the capacity to breathe either independently, or with the support of a ventilator is the moral and legal point when human life must be preserved independent of gestational age.

The stress of being born is probably mainly due to the squeezing and squashing of the fetal head during vaginal delivery. This triggers an enormous catecholamine surge resulting in about a 20-fold higher levels in umbilical arterial blood. There is probably a parallel surge of the noradrenergic activity in the brain originating from the locus coeruleus\(^4\), which is responsible for the arousal. After elective cesarean section less catecholamines are released, which also has been showed to delay the transition at birth. However, the cooling and also the clamping of the umbilical cord and the removal of placental suppressors seem to be sufficient to awake the newborn also after caesarean section.

Newborn infants react differently when they are touched by another person than by themselves, they must have some awareness of their own bodies\(^5\). They have a proprioceptive sense of their own bodies. They feel not just sense the world.

Already newborns imitate gestures. Reciprocal imitation games support social bonding and affiliation. The “like me” concept gives rise to a life-long ability to connect with other persons. This is vital for our survival as species. Imitation is mediated by mirror neurons, which seem to mature early in life. Neural mirroring mechanisms establish prelinguistic mapping between self and others\(^6\). This includes the anticipation of emotional reactions of other people. Thus infant imitation is not an automatic uncontrolled impulse but under intentional control.

A spontaneous resting state activity has been found in newborn infants with fMRI\(^7\). This activity may correspond to the idea of William James that there is a “stream of consciousness”. It involves five hubs including the somatosensory system and the auditory and visual cortex in the infants\(^8\). This is in contrast to adults\(^9\) where ten hubs were identified including the insula, precuneus and ventromedial prefrontal cortex\(^8\). These findings make sense, the infant is probably only aware of what it feels, sees and hears in present time, while the adult relates the sensory input to memories, itself and also plans for the future.
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I will concentrate on the foundational issue of when children develop the basic ability to engage in metacognition. Metacognition is commonly defined as the ability to know that one knows, or think that one thinks. More generally, one can take it as the ability to have a mental state about a mental state. So feeling that one does not know, or being aware that one knows, would also qualify as acts of metacognition. I take this recursive element of a mental state about a mental state as defining of metacognition.

It is notoriously difficult to show metacognition in this recursive sense in non-linguistic animals and even in children who are not yet able to clearly talk about their own mental states. In particular there are two methodological problems to be overcome (Perner 2012). To show that children are aware of their inner states one has to minimally show a behavioural difference when they are aware of this state as compared to when they are not. Animal studies are able to demonstrate that monkeys Couchman et al, 2012) and apes (Call 2012) and birds (Fujita et al 2012) can be trained to give different secondary responses (or opt out from their primary response; Hampton 2001) depending on whether they are certain about the correct primary response or uncertain (e.g., Kornell et al 2007). This is typically interpreted as “confidence” ratings which are anthropomorphically taken as signs of gamblers’ insight into their uncertainty.

One problem with this interpretation is, however, the “Being vs. Knowing” distinction (Perner 2012), i.e., it remains an open question as to whether the secondary responses are really responses based on metacognitive awareness of being uncertain (KNOWING that one is uncertain) about their primary response or whether it is based on the animals’ state of BEING uncertain (i.e., not their awareness of being in that state). To my knowledge, there is no solution to this problem at hand, yet.

Another, related problem of interpretation arises from the fact that judgements about the world are based on internal, mental processes. This raises the “internal-external” problem in form of the question whether a specific test response is based on awareness of these internal processes (which would provide evidence of metacognition) or on awareness of the state of the world represented by these internal processes. For instance, when one is uncertain what to do one judges a task to be difficult. If one know immediately what to do the task is perceived as easy. The animals’ “confidence” response may, therefore, not be evidence for animals metacognitively representing their uncertainty but only evidence for animals distinguishing easy from difficult tasks. That is, they represent something about the world and not their mental state about the world.

I will discuss how these problems apparent in research with non-linguistic animals also affects research with young children (or even adults) whose linguistic competence or understanding of mental states falls short of mature metacognitive discourse. For young infants there is little evidence of metacognition (Sodian et al 2012). Some evidence for children from 3 years is based on animal paradigms (Balcomb & Gerken 2008) and on implicit measures of uncertainty (Paulus et al 2013) which suffers from the same interpretation problems as the evidence for animals. Also some language based evidence points to 3-year olds as having metacognitive insights (Ghetti et al 2013, Rohwer et al 2012). This evidence leaves unclear whether children really mean to talk about their internal state of knowing or whether they mean with “know” their ability to act or answer competently. Their ability to distinguish their knowledge from just answering competently and to distinguish knowledge based responses from lucky guesses tends to emerge around 6 or 7 years (Miscione et al 1978: Rohwer et al 2012). There is evidence that children are sensitive to their state of ignorance from as early as 2½ years (they check when being uncertain where something is before responding; Call & Carpenter 2001). Nevertheless, once they have to commit themselves to a response in absence of any information they seem to mistake their assumption/guess for knowledge until they are 6 or 7 years old (Rohwer et al, unpublished manuscript).
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- Rohwer, M., Kloo, D, & Perner, J. (unpublished manuscript). Explicit and Implicit Admission of Ignorance by Children. Unpublished manuscript, Department of Psychology, University of Salzburg.
Starting from the radical idea that consciousness is something that the brain learns to do rather than a static property associated with some patterns of neural activity and not with others, I explore the links between theory of mind, self-awareness, and perceptual awareness. Considering first the link between self-awareness and perceptual awareness, I suggest, congruently with the Higher-Order Thought (HOT) Theory of consciousness developed by Rosenthal, that first-order representations are conscious if and only if they are targeted by appropriate higher-order representations, that is, metarepresentations. The main functions of such metarepresentations are (1) to redescribe the target first-order representations in such a way as to explicitly indicate mental attitude, and (2) to subserve prediction-driven control mechanisms. Crucially, (1) such metarepresentations do not need to be conscious themselves (as in HOT), and (2) they emerge over training and development as a result of unconscious learning and plasticity mechanisms. Metarepresentations thus form the basis for self-awareness because they enable agents to “know that they know”, that is, to be acquainted with the geography of their own representational systems. I illustrate these arguments with implemented computational models (connectionist networks) applied to different experimental paradigms.

Next, I turn to the link between self-awareness and theory of mind. The main argument here is that developing infants continuously attempt to predict not only the consequences of their actions on the world, but also the consequences of their actions on other agents. But there is a crucial difference between interactions with the world and interactions with other agents: Understanding the reactions of the latter, unlike the former, requires assuming the existence of hidden, unobservables states. Thus, when one learns to interact with other agents, one also forms mental models of the internal states of those other agents. But this is the same prediction-driven process as involved in forming metarepresentations of one own’s mental states. There is thus a direct link between theory of mind and self-awareness, a point that was forcefully argued by Carruthers. Hence we bridge the gap from theory of mind to perceptual awareness through the joint involvement of prediction-driven, learned interactive loops that make it possible for agents to better anticipate the consequences of their actions.
“Consciousness is at once the oldest problems of philosophy and one of the youngest problems of science”.

The quote may sound quaintly contemporary ... However, it was announced in 1902 in Pittsburgh in the Address of the President of the American Association for the Advancement of Sciences, given by the physiologist Charles Sedgwick Minot. In interesting ways, Minot’s solution to The Problem of Consciousness in its Biological Aspect was almost opposite to the current ‘standard interpretation’. He argued, forcefully, against epiphenomenalism and for consciousness as a causal factor, both in the life of organisms and in evolution. Are we ever since Minot caught in a never-ending dialectic of epiphenomenalism vs. mental causation? Perhaps, but I will argue that at least two things have changed. The first is epistemic, a much better understanding of how the specifics of experimentation is intertwined with particular conceptual configurations. The second is ontological, there may be a new appreciation of how self and other, your consciousness and my consciousness, may at times be intertwined. I will discuss these points with reference to current experimental literature.
What is metacognition?
Metacognitive processes have been defined as ‘thinking about thinking’, ‘cognitive processes that monitor and control other cognitive processes’, or ‘control processes that represent the properties of other control processes.’ Under all such definitions, self-awareness requires metacognition. On the other hand, metacognition is not restricted to self-awareness, since metacognitive processes can be applied to the cognition of others and can also occur in the absence of awareness.

Subpersonal metacognition
In earlier accounts (e.g. 1), the cognitive control achieved by metacognition was associated with conscious awareness. More recent experiments suggest that metacognitive control can happen without awareness. For example, expert typists slow down after making an error (post error slowing), but do not slow down after a false error is inserted by the experimenters. However, they believe that they have made the false error (2). This shows a clear distinction between subpersonal (implicit) metacognition (monitoring and control of behaviour without awareness) and explicit metacognition (self-awareness at the personal level).

Personal, explicit metacognition
Metacognitive processes at the subpersonal level can be highly sophisticated and accurate. For example, the integration of vision and touch requires information about the relative precision of these two sensory processes (metacognitive information), which is used to achieve a statistical optimal result (3). In contrast explicit metacognition is frequently inaccurate and erroneous. For example, people are quite good at catching balls, but their beliefs about how the ball will seem to move from the point of view of the catcher are systematically wrong (4). The phenomenon of choice blindness (5), in which people will accept and justify a choice they have not actually made, also reveals the fragility of self-awareness. This latter phenomenon shows that, even though we have rather little awareness of our decision-making processes, we are more than willing to talk about and justify our decisions.

A social function for explicit metacognition
In the context of decision-making, explicit metacognition appears to be more engaged when justifying decisions to others, rather than making the decisions in the first place. This observation suggests that explicit metacognition might have a role in the control of interactions between people, rather than within people (6). To explore this idea we created a paradigm, social psychophysics, in which visual signals experienced by two people have to be integrated (7). This was by analogy with previous studies in which visual and touch signals have to be integrated within a single person. The results confirmed that, as long as the two people had roughly equal perceptual abilities, there was an advantage for working as a pair. Furthermore, the advantage was statistically optimal, give that the pair were communicating confidence to each other. Analysis of the discussion through which the pairs reached their joint decisions confirmed that communication of confidence was critical for the group advantage (8).

The malleability of explicit metacognition: accuracy & consensus
At first sight, this result may seem at odds with my claim that explicit metacognition is often inaccurate. Presumably optimal integration of perceptual experience should require accurate reporting of confidence. However, an accurate representation of confidence is not sufficient for a successful interaction. It is also necessary for the reporting of confidence to be aligned. The over-confident report of an incompetent person should not be given the same weight as the under-confident report of a competent person. In the social psychophysics we observed a group disadvantage when there was a marked discrepancy in the perceptual abilities of the two partners (7). The reporting and, perhaps, the experience of the metacognitive quantity of confidence need to be modified to suit the current interaction. Through discussion partners need to reach a consensus about how to report their confidence.

Social aspects of metacognition
Chris Frith
London
c.frith@ucl.ac.uk
The consensus that results need not be an accurate reflection of reality. There is a considerable consistency among peoples’ erroneous belief about how a ball will appear to move from the point of view of the catcher (4). In some cases consensus may be more important than accuracy. For example, most people believe that we act of our own free will (9), even though the proposal that this belief is an illusion has a long history (10). However, even if belief in free will is an illusion, this consensus has important consequences for ideas about responsibility and for social cohesion (11).

Mechanisms for the modulation of explicit metacognition

How is it possible for self-awareness to be modified by discussions with others? I favour a Bayesian framework in which the brain/mind is conceived as a hierarchy of interactions between prior beliefs and evidence. Comparison of expectations derived from prior beliefs and incoming evidence generates prediction errors that can be resolved by adjusting our beliefs about the world. In this framework prior beliefs and expectations create top-down influences on lower-level cognitive processes. These top-down influences do not stop within the person, but can also arise from discussions with others and from culture more generally (12). For example, telling people that free will is an illusion can alter behaviour (13) as well as subpersonal cognitive and neural processes (14). These effects seem to result from a weakening belief in the effectiveness of intentional control. The precise mechanisms by which culture exerts its effects on self-awareness and on subpersonal processes remains to be elucidated, but a plausible account might involve alterations of the estimates of precision associated with prior beliefs and with evidence. For example, a strong prior belief could result in a lowering the precision associated with evidence so that only strongest signal would have an effect. In this way erroneous cultural beliefs could be maintained.
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Knowing who we are and what we want to do next is one of the most important consequences of the human capacity for self-awareness because it allows a person that chance to pursue goals and objectives that extend beyond the often meagre opportunities afforded by the here and now. Studies examining the contents of thought indicate that much of our time is spent engaged in thoughts relating to our selves in the past or future and several features of these experiences suggest that they are important because of their independence from events in the surrounding environment. First, these experiences arise through processes that are only indirectly related to the events in the immediate environment. This process of self-generation is important because it provides for mental content that is independent of external input. Second, the experience of these self-generated thoughts is accompanied by a disengagement of attention from on-going events a process known as perceptual decoupling. This decoupling of attention from perception allows cognition to proceed in a manner that is insulated from the demands of the external environment.

Together the combination of self-generation and perceptual decoupling provides cognition the chance to follow a train of thought that is distinct from the external environment and hence allows a person to pursue goals that are unique to their needs, rather than following the dominant opportunities that a given moment offers. This talk will present evidence that indicates that these self-generated experiences are a core mechanism that is central to the originality and creativity of human cognition. It will discuss experimental work that shows that a primary function of our capacity to self-generate cognition is to make plans about the future, and that this capacity for prospection is beneficial in terms of its capacity to alleviate unhappiness, reduce stress and is linked to functional integrity within key regions of the default mode network, including the hippocampus. As imagining the future depends critically on being able to think in original and creative ways, this prospective bias reflects the importance of self-generated thought in the human condition.

Although the capacity to engage in thoughts that do not refer to events in the here and now is important, the accompanying perceptual decoupling can jeopardise the performance of demanding tasks in the external environment. Indeed, when these thoughts occur in opposition to external tasks they can derail acts such as reading or sustained attention. Maximising the value of original and creative thinking, therefore, requires that these experiences are regulated so as to only occur when tasks are relatively undemanding and they are less likely to cause error. Consistent with this context regulation hypothesis we have found that several different measures of executive control all predict greater self-generated thinking when the external environment lacks rigorous external demands. For example, the capacity to delay gratification, as assessed by making patient economic decisions, is linked to greater self-generated thought when tasks lack compelling external input. This association between regulating economic decisions to maximize long term gain, and the capacity to regulate self-generated thinking so as to minimize the negative consequences of absent minded errors depends on individual differences in regions of the brain that play a role in minimising conflict, such as the anterior cingulate cortex.

Together this body of empirical work reveals that an important aspect of human thought is the capacity to generate thoughts and feelings that are independent of the environment. It seems that this freedom from immediacy that characterises our thoughts is both a primary motivation for people in todays society, as well as a cognitive capacity that is necessary to navigate the complex social environment in which we as a species exist. Rather than states of mind-wandering and daydreaming as being viewed as a lapse in concentration of an idle mind, their high frequency in daily life, and their links to creativity and originality all suggest that these states are likely to reflect a fundamental aspect of how the mind and brain maintains a coherent sense of self and so is able to perform goals that are extended over time.
Moving forward a complete understanding of the role of self-awareness to the human cognition will likely require a shift from the task driven methodology that is central to much of cognitive science, to more nuanced experimental paradigm that captures the dynamic interplay between intrinsic and extrinsic processes which are well suited to the pursuit of goals that are both present in the moment and those with a much longer time frame. Such a paradigm shift raises important questions for future research: (i) How does the mind/brain balance the experiential frame to current or distant goals depending on the internal and external demands of the person? (ii) What is the difference between external and internally motivated cognitive processes in terms of their neural signature?
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Introduction
Over the last decades, neuroscience has had an increasing influence on human self-understanding. Even self-understanding itself has become an object of scientific investigations as a “neuroscience of self-awareness”. Whereas such research is highly intriguing, it is not obvious how it should be carried out. As it is the case with any scientific domain, empirical research requires at minimum a definition of the exact object or phenomenon to be investigated as well as choices regarding measurement and methodology.

Today, a number of experiments have used neuroscientific techniques to reveal the neural substrates of self-awareness. There is however only good reason to keep scrutinizing foundational issues regarding concepts and methods. One could think of conceptual, behavioural and neuroscientific investigations as ideally working in tandem so that conceptual issues guide behavioural measures, which in turn would result in more informative and fine-grained neuroscientific data.

The fundamental empirical basis
So what is the fundamental empirical basis for research on self-awareness? The concept of self-awareness can be taken to relate to, at least, two different kinds of data: Reports (or comparable behaviour) about one self and one’s properties (as a very simple computer programme could give) and reports about one self and one’s properties based on conscious experience. Arguably, the most challenging and most fundamental conception is the last: It is by way of our experience that we ever get the idea that we have selves and we have knowledge about it. One serious challenge to this idea was put forward by philosopher Fred Dretske who argued that we never have experiences of selves or of consciousness, but only of the contents of consciousness, e.g. worldly objects. We “see in by looking out”, so to say. However, various other arguments from e.g. Sidney Shoemaker have shown that we know about ourselves whenever we are conscious as a matter of principle. A possible solution could be that the self is present in consciousness not as an object but as an aspect or a kind of relation to an object.

In that case, introspection becomes central to the study of self-awareness as the primary way in which we gain knowledge about ourselves. This is not a problem, in and of itself, as that is also the case in consciousness research and other, more classical areas of scientific study. However, it leads to particular demands and limitations regarding how we might measure self-awareness. In particular, we lack a measure to directly target the conception above.

Metacognitive measures
We have today very little knowledge of the relation between consciousness and introspection, and whether introspection changes the contents of consciousness. The few experiments that have attempted to target this relation directly indicate that introspection is separate from consciousness, yet may affect or change it “online” as it occurs. Introspection and self-awareness may be considered specific varieties of metacognition. Accordingly, one could apply established measures of metacognition hoping that they universally capture all varieties of it and thus also self-awareness. Such an approach would obviously not be very exclusive and thus possibly confounded. Experimental studies that directly have compared different measures of metacognition, however, indicate a high degree of specificity for the individual measures. Confidence ratings measure how confident one feels about one’s own reports, the Perceptual Awareness Scale measures how clearly one experiences a particular content in consciousness, etc. Accordingly, such subjective measures are highly relevant in the study of our awareness of particular mental properties (e.g. our knowledge of our experience of confidence or perceptual clarity) but not necessarily in the study of our awareness of self per se.
Conclusions and consequences
The positive outcome of the discussion above is that it may seem possible to have a coherent scientific approach to at least two conceptions of self-awareness. It is however more uncertain if we have yet found a proper way to measure self-awareness in the most fundamental meaning of the concept, our conscious experience of being a self.

Another consequence of the conceptual distinction between self-awareness relating to consciousness and self-awareness not necessarily relating to consciousness concerns the possibilities for a neuroscientific explanation. It may seem possible, at least potentially, to explain conceptions not relating to consciousness in completely functional terms derived from neuroscience. Conceptions relating to consciousness inherit the explanatory challenges related to consciousness per se.
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The minimal self, as distinguished from the narrative self, involves an immediate, embodied, pre-reflective (non-observational) self-awareness anchored in the first-person perspective. Although this minimal self-awareness is said to have a “thin” phenomenology, it nonetheless includes a number of aspects, such as a sense of ownership (subjectivity, or the mineness of experience) and the sense of agency. Some philosophers maintain that in a strictly circumscribed sense, minimal self-awareness has an epistemological privilege in regard to the subject of experience. This idea is referred to as ‘immunity to error through misidentification’ (IEM) and derives from Wittgenstein (1958). Shoemaker (1968) explains it in terms of identification-free introspection; others, such as Evans (1982) and Cassam (1995; 2011), suggest that proprioception is IEM. According to this view, I can make a mistake about what I am conscious of (e.g., that my legs are crossed), and about how I am conscious of this (I may think it is by tactile sensation rather than by proprioception), but I cannot be wrong about whose legs they are, or at least, I cannot be wrong about who is experiencing his legs being crossed.

I distinguish between two views of IEM: a conservative view (which I’ll call the C-theory) which holds that IEM depends on mode of access (introspection or proprioception), and which leads to the idea that IEM is contingent or de facto (e.g., Campbell 1999; Jeannerod and Pacherie 2004), and a liberal view (the L-theory), which holds that IEM depends on something more basic (the first-person perspective) and is more than a contingent or de facto principle. I argue in favor of the L-theory. The C-theory of IEM is subject to challenges by a number of theorists who cite various pathologies (schizophrenic delusions, somatoparaphrenia) or experiments (the rubber hand illusion, whole body displacement) to show that in some circumstances one can misidentify oneself. I’ll briefly review these challenges here and show why they lead to problems with the C-theory but do not affect the L-theory of IEM.

My main focus will be on a more serious challenge associated with a recent unique case of pathology in visual perception reported by Zahn, Talazko and Ebert (2008). This is the case of DP, who is said to experience anonymous vision. Zahn et al. describe this disorder as a selective loss of the sense of self-ownership specifically for visual perception of objects. DP has a sense of ownership in the proprioceptive domain and no problem with the sense of agency for his actions. But DP describes a two-step process that occurs during visual perception. When he first attends to a visual object, he is able to see it, but he does not immediately recognize that he is the one who perceives it; he needs a second step to become aware that he himself is the one who perceives the object. Zahn et al. specifically understand this case as a challenge to IEM because DP’s access to his first-person experience is not direct or non-observational. For visual perception DP is sensibly able to ask the Wittgensteinian non-sensible question: “Someone is seeing this object, is it I?” Note that DP’s answer to this question is always correct. The problem is that he has to ask the question (or engage in a process of identifying himself) at all.

Zahn et al., following the C-theory, focus on the sense of ownership for the visual experience. But if IEM is tied to something more basic, namely, the first-person perspective, as the L-theory argues, then the question is whether DP’s seeing is anchored in his first-person perspective? Lane (2012) suggests that this is just what is at stake in the case of DP, and that when DP sees an object the seeing is not anchored in the first-person perspective. If DP’s visual perception truly lacks first-person perspective (or is anonymous) this would violate IEM even on the L-theory. I argue that this is not the case, and is indeed apriori impossible. I suggest that the problem is with DP’s reflective mode of access, rather than with the perceptual aspect of perception, and that this explains why DP, in the end, never does misidentify himself in this regard.
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We and others have established a paralimbic network of self-reference centered on the anterior cingulate/medial prefrontal cortex (ACC) and posterior cingulate/medial parietal cortex (PCC) but also involving subcortical regions. This network of paralimbic regions seem to play a central role in maintaining conscious self-awareness. When the external load on this system is high it may serve a central processing and redistribution role of cortical information. When on the other hand the external load on this system is low it works in a task-negative low-input mode where internal representations provides the information being processed in the default mode network.

Our approach to examining the system was a set of investigations of regional cerebral blood and neurotransmitter involvement in changed conscious states of sleep and meditation (1-3). Aspects of these phenomena like the “mind-wandering” during Yoga Nidra meditation or the hypnagogic hallucinations of light sleep let us try to characterize the dynamics of the underlying networks.

We demonstrated based on scanning data from the meditation study that the ACC and PCC regions, together with striatum, were active independent of mental content (fig 1). This led us to speculate that these regions were instrumental in assuring a sense of unity of consciousness during widely different tasks, forming a “self” as a reference point to all experiences (4). Further studies of the connectivity revealed a high number of white matter tracts connecting the anterior and posterior cingulate.

The self-specific aspect of this network has been examined by comparing activation patterns of the narrative self to a neutral third person - the Danish Queen (5). Similar activation patterns have been identified with various imaging techniques. The narrative self awareness is associated with more efficient information processing than when third person information is processed and this advantage may be inhibited by transcranial magnetics stimulation inhibition of the prefrontal midline (6).

Recent work based on broadening of these findings finds that dopamine enhances confidence and accuracy in seeing rapidly presented words (7), we speculated that dopamine might contribute to the regulation of self-awareness and its paralimbic network.

The functional extent of the paralimbic network has not yet been fully described, but much evidence points towards a crucial role of the paralimbic network in various processes of conscious processing, especially processing related to extended self-awareness, as opposed to processing related to third person processing. Further research aims at fully describing the role of the first person perspective in the paralimbic network.

**Figure 1**
Regions involved in the midline network identified with principal component analysis of meditation and control regional cerebral blood flow data.
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Over the last decade, cognitive neuroscience has started to systematically study the neural mechanisms of social cognition or social information processing. Essentially, two different neural systems have been established in this research domain that appear to constitute two different routes of processing underlying our social cognitive capacities in everyday social encounters, namely the so-called “mirror neuron system” (MNS) and the “social neural network” (SNN, also theory of mind network or mentalizing network). The functional roles of both systems appear to be complementary. The MNS serves comparatively “early” stages of social information processing that are more related to spatial or bodily signals expressed in the behaviour of others and supports the “detection” of potential social salience, including observation of other persons actions. Complementary to the functional role of the MNS, the SNN serves comparatively “late” stages of social information processing that are more related to the “evaluation” of emotional and psychological states of others that have to be inferred as inner mental experience from the behaviour of this person. Empirical studies on the neural mechanisms of ongoing social interactions with others show that essentially SNN components are recruited during the experience of social encounters together with the reward system of the brain.
Biological evolution is a complex process allowing species and organisms to try to resist the second law of thermodynamics (Darwin, 1859). Over time, this has led to the evolution of increasingly sophisticated brains allowing organisms to adapt and survive longer by learning from experience and predicting future events. Yet, this increase in adaptability also leads to an increasingly difficult resource allocation problem of how to best select and learn from competing wants and likes (Kringelbach and Berridge, 2009).

Pleasure can be thought of as evolution’s boldest trick in that it serves to motivate an individual to pursue the rewards necessary for survival (Kringelbach, 2005). Evolutionary, the fundamental pleasures are food, sex and conspecifics, as these serve to ensure short and long-term survival both for the individual and the species. During development these fundamental pleasure shape our relationship with self and others and help make the necessary survival-related predictions and decisions when allocating limited brain resources (Berridge and Kringelbach, 2013).

The underlying brain networks are starting to be revealed through animal studies as well as neuroimaging and whole-brain computational studies of the spontaneous dynamics of the brain (Cabral et al., 2014). These studies have shown that the necessary switching between different brain networks for optimizing resource-allocation over a pleasure cycle of appetitive, consummatory and satiety states depends crucially on a set of interrelated reward-related structures (Georgiadis et al., 2012). The brain regions in this pleasure system include the nucleus accumbens, ventral pallidum, anterior cingulate and orbitofrontal cortices.

The choreography of the pleasure system helps to facilitate the state transition between different phases in the pleasure cycle to optimize survival. As shown by the pervasive influence of anhedonia, the lack of pleasure, on affective disorders, the balance of this system can all too easily be disturbed. But as our understanding grow of the underlying reward mechanisms and how they are integrated in whole-brain networks, this can lead to new, more effective interventions. Deep brain stimulation has shown significant potential for rebalancing brain networks in disease (Kringelbach et al., 2011) but the perhaps most promising path is to balance brain networks during development by supporting the crucial parent-infant relationship (Parsons et al., 2013).
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Social cognition consists of mental processes of both others and oneself. Recent behavioral and neuroimaging research has shown that oxytocin, a neuropeptide that functions as both a neurotransmitter and a hormone, promotes other-oriented cognitive/affective processing. However, whether and does oxytocin affect self-oriented cognitive and neural processes remains unresolved. I’ll talk about our recent brain imaging studies that examined whether and how oxytocin modulates the other side of social cognition, i.e., the processing of the self. One of our early EEG study revealed evidence that oxytocin decreased neural activity involved in self-reflection on personality traits. However, the exact neural correlates of self-reflection that undergo oxytocin influences remain unclear. In addition, how oxytocin interacts with self-oriented and other-oriented mindset to shape the brain activity remains unknown. I’ll present our new fMRI evidence that oxytocin compared to placebo decreases the neural activity in the medial prefrontal cortex engaged in self-reflection of personality traits. In addition, independent self-construal priming that promotes self-focus interacts with oxytocin that facilitates other-focus to modulate neural activity in the anterior cingulate cortex that is engaged in conflict monitoring and cognitive control. Taken together, our brain imaging findings suggest that self-focus and other-focus mindset provides a platform at which oxytocin interacts with cultural orientations to shape the brain activity involved in self-reflection.
Metacognition concerns the evaluation of one’s own cognitive processes and underscores the ability to “know that we know”. For example, a student who has high confidence that they have learnt enough for an exam may put away the books and stop studying. In contrast, if they believe there are weak spots in their knowledge, they might decide to turn their attention to learning this new material. This “cognitive” aspect of self-awareness is often thought to be a hallmark of the human mind, and, as this example illustrates, is crucial for high-level control of behaviour. But metacognition can also be devastatingly impaired, as in anosagnosia where patients fail to recognize impairments in cognitive function (consider a dementia patient who lacks metacognitive knowledge that her memory is failing).

Despite the centrality of metacognition in human mental life, the neural and computational mechanisms that underpin metacognition, as opposed to primary cognitive functions such as perception and memory, remain poorly understood. Convergent evidence from neuropsychology and functional brain imaging has begun to sketch a model of how metacognition may operate in the human brain. In my talk I will describe what has been learnt from these studies. I start by reviewing seminal neuropsychological work in the 1980s that identified a double dissociation between metacognition of memory and memory performance in subsets of amnesic patients (Janowsky, Shimamura, & Squire, 1989; Shimamura & Squire, 1986). Shimamura and Squire found that only some amnesic patients were aware of their problems with recall. Those who had poor metacognition suffered from Korsakoff’s syndrome, a disorder often associated with alcoholism that results in damage to the frontal lobes. Subsequent lesion studies converged to identify a key role for the prefrontal cortex (PFC) in metacognition (Modirrousta & Fellows, 2008; Pannu, Kaszniaik, & Rapcsak, 2005; Schnyer et al., 2004; Vilkki, Servo, & Surma-aho, 1998; Vilkki, Surma-aho, & Servo, 1999).

A key obstacle for a true science of metacognition to overcome is the development of quantitative measures of metacognitive ability. In general, for healthy subjects endowed with metacognitive sensitivity, when one is confident, one is more likely to be correct. Thus the degree of association between task performance and confidence can be taken as a quantitative measure of metacognition. However, most early studies use a statistical correlation coefficient or its variant to assess this degree of association, and such measures are susceptible to changes in the subject’s performance and response bias. In contrast, recent computational approaches, grounded in signal detection theory (SDT), are able to circumvent these potential confounds and provide a robust, objective measure of metacognitive “efficiency” in the lab (Fleming & Lau, 2014; Galvin, Podd, Drga, & Whitmore, 2003; Maniscalco & Lau, 2012).

In our work we apply these measures in concert with neuroimaging in healthy volunteers to elucidate the neural correlates of metacognitive efficiency. In a typical task we ask subjects to make simple perceptual judgments, such as which of two patches contains a greater number of dots. Following each judgment they provide a confidence rating, allowing us to compute a measure of metacognitive efficiency – how well can each subject discriminate between his own correct or incorrect decisions? We find that individuals with greater grey matter volume and white-matter connectivity in anterior sectors of the prefrontal cortex (aPFC) have greater metacognitive efficiency, despite primary task performance being matched across individuals (Fleming, Weil, Nagy, Dolan, & Rees, 2010). Using functional MRI, we find that the aPFC comes online when subjects are asked to make a metacognitive judgment of their performance, and that its activity is strongest when subjects have low confidence in their decisions (Fleming, Huijgen, & Dolan, 2012). In addition, the relationship between aPFC activity and confidence predicts subjects’ metacognitive ability.

This work suggests the aPFC is a key node in supporting metacognitive efficiency, at least for simple perceptual judgments. This is consistent with the role of the aPFC at the top of a cognitive hierarchy, receiving multimodal input from a number of sensory association areas and other prefrontal areas. Intriguingly, the aPFC is disproportionately enlarged in humans compared to other primates (Semendeferi, Armstrong, Schleicher, Zilles, & Van Hoesen, 2001), suggesting that the neural substrates of metacognition may be particularly well established in humans. However, several questions remain unanswered. We do not yet understand the computational contribution of aPFC to metacognition, or how it acts in concert with a network of brain regions that includes other prefrontal areas.
An important open question is whether metacognition is domain-general – do we use a single metacognitive system to reflect on our memories, emotions and decisions? Or is metacognition domain-specific, with specialized subsystems for metacognition in different domains? Early evidence supports a domain-specific model. McCurdy, Lau and colleagues found that grey matter volume in the aPFC of healthy participants predicted individual differences in metacognitive efficiency in a visual discrimination task, whereas grey matter volume in a neuroanatomically distinct region of medial parietal cortex predicted metacognitive accuracy in a recognition memory task (McCurdy et al., 2013). In an experiment building on these findings, we have recently reported evidence for a selective impairment of perceptual metacognition following lesions to the aPFC, despite patients’ metacognitive accuracy on an equivalent memory task remaining unimpaired (Fleming, Ryu, Golfinos & Blackmon, under revision).

Drawing together these studies, I will end the talk by sketching a model in which the lateral-anterior PFC interacts with posterior sensory cortices to support metacognition of external, perceptual information, whereas midline structures centered on the precuneus promote metacognition of internal information arising from memory (Baird, Smallwood, Gorgolewski, & Margulies, 2013; Fleming & Dolan, 2012). I will discuss how this framework predicts interplay between self-related processing and metacognition in some domains but not others.
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The posteromedial region of the parietal cortex, alternatively referred to as the precuneus or the mesial extent of Brodmann’s area 7, is located in the depth of the interhemispheric fissure, an anatomical location which makes this territory particularly difficult to study. Because of its hidden location, as well as the relative rarity of focal lesions selectively affecting it, the precuneus has traditionally remained one of the less accurately mapped areas of the whole cortical surface. However its strategic location and widespread connections suggest that this area might play an important role in a variety of behavioural functions. The modern era of neuroimaging has recently made it possible to explore the anatomical and functional aspects of this long-neglected part of the brain. However, recent functional imaging findings in healthy subjects suggest a central role for the precuneus in a wide spectrum of highly integrated tasks, including visuo-spatial imagery, episodic memory retrieval and self-processing operations, namely first-person perspective taking and experience of agency. Furthermore, the precuneus and surrounding posteromedial areas are among the brain structures displaying the highest resting metabolic rates (‘hot spots’). According to the ‘default mode of brain function’ model, these areas are characterized by transient decreases in their tonic level of activation during engagement in a wide range of goal-directed actions which share the only feature of not being self-referential (‘task-independent decreases’). Therefore, it has recently been proposed that precuneus is involved in the interwoven network of the neural correlates of self-consciousness, which are constantly engaged in self-related mental representations during rest. Specifically, the default mode network seems to subserve tasks requiring mental simulation of alternative perspectives or imagined scenes, which are commonly engaged during rest. These range from autobiographical memory, to envisioning the future, theory of mind, and moral decision making. This hypothesis on the functional role of the precuneus as a pivotal node within the default mode network is also consistent with the selective hypometabolism in the posteromedial cortex reported in a wide range of altered conscious states, such as non-REM sleep, drug-induced anaesthesia and vegetative state. This model of the role of the precuneus within the neural correlates of consciousness and self-awareness is in line with the current knowledge about the macroscopic and microscopic anatomy of this brain region, together with its widespread connectivity with both cortical and subcortical structures. The extensive network of precuneus connections, first suggested by connectivity and neurophysiological findings in non-human primates, links these notions with the multifaceted spectrum of its behavioural correlates. A critical analysis of the precuneus activation patterns in response to different mental tasks provides a useful conceptual framework for matching the functional imaging findings with the specific roles played by this structure in the higher-order cognitive functions in which it has been implicated. The implications of these functional and anatomical observations suggest possible adaptive roles of the default network for using past experiences to plan for the future, navigate social interactions, and maximize the utility of moments when we are not otherwise engaged by the external world. The relevance of the precuneus and interlinked regions of the default network for understanding a wide range of neuropsychiatric disorders involving alterations of consciousness, including autism, schizophrenia and Alzheimer’s disease, cannot be underestimated. The study of the transient and reversible alterations of consciousness reported by patients with epilepsy provide useful insights into the brain mechanisms subserving consciousness, with deactivation of the precuneus and fronto-parietal association areas in both primary and secondarily generalized seizures characterized by complete loss of consciousness. Finally, studies conducted over the last few years show activation patterns which appear to converge with anatomical and connectivity data in providing preliminary evidence for functional subdivisions within the posteromedial parietal cortex.
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Early observations of increased intracranial pressure during brain activation in humans\(^1\) and animals\(^2\) lead to the realization that brain work causes intracranial blood vessel to dilate, and thereby blood flow to increase, in order to support increased metabolic demands. Several neurovascular coupling mechanisms are now known to converge on cerebral arterioles to adjust cerebral blood flow (CBF) according to the metabolic needs of the tissue, and methods to measure regional CBF and brain oxygenation during rest and task activation have revolutionized our knowledge of brain function and its localization\(^3,4\).

Neurovascular coupling mechanisms are likely to reflect the brain’s vulnerability to even short periods of oxygen depletion - and one might expect that CBF is tightly regulated to meet the metabolic needs of brain tissue. Nevertheless, mounting evidence suggest that CBF changes seemingly fails to match the brain’s metabolic demands during task activation in normal brain, and in particular in disease\(^5,6\).

A recent re-analysis of the relation between blood flow and tissue oxygenation reveals that, while CBF determines the immediate availability of oxygen in the tissue, the capillary distribution of blood across the capillary bed determines the extent to which this oxygen can be taken up by the tissue, and thus be used to support brain work\(^7\). This biophysical property implies that brain regions may cover their metabolic demands by signaling to nearby contractile, capillary pericytes, in addition to arterioles upstream. Indeed, it was recently demonstrated that neuronal activity relaxes pericytes, and that pericycle dilation occur prior to upstream arteriolar dilation\(^8\).

This neuro-capillary coupling mechanism may have profound implications for our interpretation of functional brain imaging results. While the neurovascular coupling paradigm associates increased neuronal activity with increased CBF and blood oxygen level dependent (BOLD) signal amplitude, active control of oxygen extraction by pericyte dilation would be expected to cause a reduction in these signals. As a result, activation of neurons which cover their metabolic demands entirely by regulating capillary flow patterns is predicted to result in negative BOLD signal intensity changes, but no changes in CBF. For population of neurons which relax both arteriolar and pericyte tone, the amplitude of brain imaging signal is thus predicted to reflect not only neuronal activity, but also the coupling of neuronal activity to arteriolar and capillary tone.

The talk will describe the neurocapillary coupling mechanism and discuss its implications in our quest to infer brain activity from resting state and activation-related neuroimaging signals in health and disease.
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Ever since Hans Berger first observed rhythmic variations in the human electroencephalogram, around 1929, scientists have been fascinated by the question of whether brain oscillations play a causal role in human behaviour. Over the years, a multitude of studies, supported by significantly improved recording and analysis techniques, have accumulated a wealth of evidence that modulations in the amplitude of specific brain oscillations occur consistently in relation to specific cognitive tasks. Only very rarely, however, has this evidence gone beyond the level of a correlation to establish a clear causal link between brain oscillations and behaviour. Do these oscillations support specific processes, or are they mere epiphenomena? And if the former is true, precisely which computational processes do they implement? How can we make sense out of the myriad of tiny changes in neuronal activity that can be recorded in humans at the neuronal population level through scalp encephalography? Here, I will review our recent progress in addressing these fundamental questions.

One important characteristic of oscillations is their periodicity — the organisation of their temporal dynamics into cycles. Each time point within a cycle is uniquely defined by its phase. Oscillations become potentially powerful computational tools when their phase (but also frequency and amplitude) changes due to dynamic modifications in the generating system or in the input. In the following, I present evidence for a possible mechanisms through which oscillatory phase can affect behaviour. This mechanism relies on the fact that the oscillatory cycle establishes a recurrent temporal reference frame that allows for the coding of temporal relations between groups of neural elements and between neural elements and the environment. Importantly, this reference frame is not fixed but is subject to dynamic changes (phase resetting).

I will present four studies that demonstrate the importance of phase resetting for establishing a temporal reference frame.

The first study shows how sensory stimulation in the auditory domain can lead to cross-modal phase resetting in the visual domain in a way that leads to rhythmic modulations of neural excitability. This is a possible mechanism for cross-modal integration.

The second study investigates the interaction between rhythmic components in continuous speech and brain oscillations. Continuous speech is organized into a nested hierarchy of quasi-rhythmic components (prosody, syllables, phonemes) with different time scales. Interestingly, neural activity in the human auditory cortex shows rhythmic modulations with frequencies that match these speech rhythms. Here, we used magnetoencephalography and information theory to study brain oscillations in participants as they process continuous speech. We show that auditory brain oscillations at different frequencies align with the rhythmic structure of speech. This alignment is more precise when participants listen to intelligible rather than unintelligible speech. The onset of speech resets brain oscillations and improves their alignment to speech rhythms; it also improves the alignment between the different frequencies of nested brain oscillations in the auditory cortex. Since these brain oscillations reflect rhythmic changes in neural excitability, they are strong candidates for mediating the segmentation of continuous speech at different time scales corresponding to key speech components such as syllables and phonemes.

Third, I will present a study that demonstrates that detailed sensory information can be coded in the phase of neural oscillations after phase resetting. In a biologically relevant cognitive task, we instructed six human observers to categorize facial expressions of emotion while we measured the observers’ EEG. We combined state-of-the-art stimulus control with statistical information theory analysis to quantify how the three parameters of oscillations (i.e., power,
phase, and frequency) code the visual information relevant for behavior in a cognitive task. We make three points: First, we demonstrate that phase codes considerably more information (2.4 times) relating to the cognitive task than power. Second, we show that the conjunction of power and phase coding reflects detailed visual features relevant for behavioral response—that is, features of facial expressions predicted by behavior. Third, we demonstrate, in analogy to communication technology, that oscillatory frequencies in the brain multiplex the coding of visual features, increasing coding capacity.

Finally, I will aim at relating the more general computational properties of neural oscillations with the specific topic of this conference - self-awareness. I will try to do that using recent data from an ongoing study of sensory attenuation. Sensory attenuation refers to the phenomenon that self-generated stimuli elicit a weaker sensory evoked brain response compared to externally generated stimuli. However, little is known about the neural mechanism underlying the effect. We hypothesised that alpha/beta oscillations mediate the sensory attenuation effect by modulating excitability in sensory areas. In this study, we compared the neural responses under both conditions for auditory stimuli with MEG in 14 participants. We replicated the reduction of M100 component in the auditory cortex for self-generated stimuli. Following source localisation we performed time-frequency analysis and demonstrated that reduction of M100 is due to a decrease in both power and phase locking in a broad frequency band (3-40Hz). Related to our hypothesis, we found both increased power and phase locking in alpha and beta band in a 400ms window prior to the onset of self-generated stimuli compared to the onset of externally generated stimuli. A decrease in power (beta) and phase locking (theta and beta) for low band oscillations were observed just around the time of stimulus onset. These findings are in line with previous reports suggesting an inhibitory role of alpha/beta oscillations. They also suggest multifaceted mechanisms behind sensory attenuation. Our results indicate that oscillatory activity in sensory areas is controlled by brain mechanisms that predict sensory consequences of actions.

In summary, recent evidence points to an important role of brain oscillations in establishing a temporal reference frame and gating information flow in the human brain.
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From phenomenological and experimental perspectives, research in schizophrenia has emphasized deficits in “higher” cognitive functions, including attention, executive function, as well as memory. In contrast, general consensus has viewed dysfunctions in basic perceptual processes to be relatively unimportant in the explanation of more complex aspects of the disorder, including changes in self-experience and the development of symptoms such as delusions.

In the lecture, I will summarize our recent work with Magnetoencephalography (MEG) which has examined the role of neural oscillations and event-related fields (ERFs) in sensory processing in schizophrenia. These results highlight a pronounced impairment in high-frequency activity in both chronic and unmedicated patients as well as the potential contribution of impaired prediction processes as revealed by the analysis of the magnetic mismatch negativity field (MMF) towards perceptual impairments in the disorder. The pattern of dysfunctional gamma-band activity and aberrant ERF-responses in schizophrenia are consistent with the effects of ketamine in healthy volunteers, highlighting the central role of aberrant NMDA-receptor functioning for the understanding of abnormal circuit functioning in schizophrenia.

In addition to investigations into the adult cortex, our recent work has employed MEG to understand the developmental trajectory of neural oscillations during adolescence and the possibility to develop a biomarker for early detection and diagnosis of ScZ. We found marked changes in the amplitude of high-frequency oscillations and synchrony that were particularly pronounced during the transition from adolescence to adulthood. These findings may be relevant for the understanding of schizophrenia as a disorder of late brain maturation with implications for early intervention and diagnosis.
I will describe experiments exploring the relationship between prefrontal interneurons, gamma oscillations, and cognition in mice. Fast-spiking interneurons (FSINs), a class of GABAergic interneurons that can be specifically identified based on either their electrophysiological properties or their expression of the calcium-binding protein parvalbumin (PV) (1, 2), generate synchronized gamma frequency (~30-120 Hz) oscillations that are hypothesized to enhance cortical information processing (3, 4). Both prefrontal FSINs (5, 6) and gamma oscillations (7-14) are abnormal in schizophrenia. This has led to hypothesis that prefrontal interneuron dysfunction leads to deficiencies in task-evoked gamma oscillations that cause cognitive deficits which represent the core of schizophrenia (6, 15). However, until now, it has not been possible to demonstrate a causal role for interneuron-driven gamma oscillations in cognition, and the hypothesized link between prefrontal interneuron dysfunction, abnormal gamma oscillations, and cognitive deficits in schizophrenia has remained tentative.

To address these questions, we have studied \textit{Dlx5/6}^{+/−} mice, which are deficient in transcription factors necessary for normal FSIN development (16). We find that in \textit{Dlx5/6}^{+/−} mice, the post-adolescent maturation of FSINs is impaired. Furthermore, this coincides with the post-adolescent appearance of behavioral, cognitive, and electrophysiological endophenotypes of schizophrenia. Specifically, we studied cognition using a task in which mice must choose between two bowls to find a food reward. Each bowl is filled with a different textured digging medium and scented with a different odor, such that one cue (either an odor or digging medium) indicates the presence of food reward. Once mice learn an initial rule, they are tested on their ability to learn a new rule. \textit{Dlx5/6}^{+/−} mice perform normally when learning an initial rule, or a new rule that is the reverse of a previously learned one. However, \textit{Dlx5/6}^{+/−} mice are markedly and selectively impaired when required to learn a new rule in which a cue that was previously irrelevant to the outcome of each trial becomes associated with food reward – e.g. when required to switch from an odor based rule to a texture based one or vice-versa. Moreover, \textit{Dlx5/6}^{+/−} mice exhibit deficient gamma oscillations during this rule switching task as well as during other PFC-dependent cognitive tasks, e.g. social exploration. Interestingly, they also exhibit elevated gamma oscillations at baseline, matching the complex pattern of changes (decreased task-evoked gamma oscillations but increased baseline gamma oscillations) observed in schizophrenia.

Consistent with a critical role for interneuron-driven gamma oscillations in cognitive flexibility, restoring these oscillations by optogenetically stimulating PFC interneurons rescues cognitive deficits in \textit{Dlx5/6}^{+/−} mice. Moreover, these pro-cognitive effects are both frequency-specific and long-lasting. \textit{Dlx5/6}^{+/−} mice that receive gamma-frequency (40 Hz) optogenetic stimulation on one task day are able to perform rule switching normally up to one week later, whereas stimulation using a combination of higher and lower frequencies fails to rescue cognition, even partially. Conversely, optogenetically inhibiting prefrontal interneurons is sufficient to induce similar rule switching deficits in wild-type mice.

These results illustrate how the post-adolescent arrest of FSIN maturation could drive key cognitive and electrophysiologic endophenotypes of schizophrenia. They also demonstrate, for the first time, a causal relationship between gamma frequency activity in prefrontal interneurons and PFC-dependent cognition, such that the acute restoration of interneuron-driven gamma rhythms may represent a novel therapeutic strategy for cognitive enhancement in schizophrenia and related disorders. In addition, the fact that \textit{Dlx5/6}^{+/−} mice are selectively impaired when learning rules based on previously irrelevant cues (but not when learning reversals of previously learned rules) suggests that prefrontal interneuron-driven gamma oscillations may be particularly critical for shifting attention between sets of cues. Furthermore, optogenetically inducing prefrontal gamma oscillations may lead to a “eureka” moment, in which mice learn the requirements of the task, leading to long-lasting improvements in their performance.
REFERENCES


There is considerable research on the neural correlates of self-awareness which was boosted by the emergence of the neuroimaging revolution approximately two decades ago. Initial enthusiasm in terms of these investigations was merited as questions previously unanswerable were soon addressed and at least partially answered. Understanding the neural correlates of self-awareness was, and remains, a scientifically perfect question as it bridges philosophy, psychology, religion, and neuroscience. Ultimately, self-awareness is a trait, no different than any other. While there is a temptation to elevate it as a non-biological entity, we have discovered that its existence is best viewed as an inherited adaption with benefits outweighing costs in certain populations. Psychology, philosophy, religion, and even neurology often fail to account for evolutionary factors and in terms of self-awareness research, such failures have resulted in an incomplete understanding of the neurological underpinnings. It is suggested that blindness to selective principles is often seen in traits that are expressed in a unique manner in humans as if they exist outside the normal laws of biology. It is argued here in no uncertain terms that self-awareness provides significant benefits in apes, in particular humans, and that such benefits are translated into a reproductive advantage.

Specifically, both the enlargement of the cortex and the increased lateralization of the brain in homo sapien is a direct result of self-awareness and its relationship to self-deception and language. It is suggested that critical to evolution is self-deception and that those organisms that engaged in self-deception secured a significant advantage over those that did not. We further suggest that self-deception encouraged both the increase of neural underpinnings and its psychological correlates including verbal language. This theory is based on research that links self-deception to self-awareness and to similar neural underpinnings. Furthermore, the evidence suggests that Homo sapiens, unlike Pan paniscus or troglodyte have had a mating and social system that encouraged self-deception which aided in the growth of cerebral regions that are unique to humans. In terms of molecular genetics, little is known in terms of self-awareness. It appears that structural differences would be at a minimum between the great apes. Variants in allelic frequency would be unlikely to account for the differences between humans and other great apes. While purely speculative, we predict that expression of particular genes form the behavioral differences observed, likely due to the underlying neuronal anatomical differences created by such gene expression. Put another way, transcription factors are likely differentiating humans from apes and focus should be placed on next generational sequencing and RNA. It is suggested that subtle differences in DNA exist, but the major difference in expression underlies the persistent finding that differences in degree rather than kind exist between the species.

Critical to this theory is presenting a case that self-awareness a) is linked to self-deception and b) self-deception provides a significant advantage. The temptation is to simply demonstrate that humans have ‘big brains’ and we lie to ourselves all the time. The establishment of these links is difficult in a scientific manner, but we believe there is enough evidence to bring us beyond the suggestive level. From the early work of Trivers to recent findings that clinical depression may be somewhat thwarted by a healthy false ego, a case could be made that the human psyche is built heavily on an unreliable story teller. The work of Libet and his followers is clearly relevant as it suggests that humans clearly exist in a world in which intentionality is entrenched in non-reality. Starting with social psychology and some studies from the late 1920s, it has been consistently found that self-appraisals are horribly inaccurate and that even before, with the work of psychoanalysis, there were suggestions that the entirety of the human mind is false.

Therefore, while initially odd, the suggestion that self-awareness is based evolutionarily on deception appears consistent with centuries of research. The link that self-deception is beneficial is equally valid. This is not to suggest that other correlates of self-awareness (e.g., theory of mind) are not critical. Instead, we imagine that without self-deception, theory of mind would not be possible.
There are major gaps in our evolutionary understanding of almost everything related to humans, and a superficial reminder that most behaviors don’t fossilize is only a reminder of the work that remains. It still remains unknown which ribonucleic sequences correlate with self-awareness. It remains unknown when humans became self-aware, or even how best to test self-awareness. Furthermore, it remains unclear, and virtually unknown, if and how other apes self-deceive. Basic questions related to the brain remain, such as which neuronal sequences are critical for producing the sense of the self.

What the neuroimaging revolution provided, however, was the bravado to ignore the gaps and to ask bold questions. These gaps remain, as they did 20 years ago, but they have narrowed and they have become less daunting. That is, it is speculated that fMRI and TMS allowed us to discover many truths that did not come directly from the data, but rather came from us asking, finally, the right questions. The inevitable collision course that psychology, philosophy, and religion are on with functional genetics will forever change the course of these disciplines as only hinted at by the neuroimaging revolution. Solving the mysteries of self-awareness starts, in my opinion, by treating it no differently than any other biological entity, and as such, an inherited trait that provided a reproductive advantage.
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The concepts of self-awareness is a loosely defined entity and self-reports and introspection based discussions represents a large part of the research. Placebo manipulations provide a tool whereby these subjective reports may be manipulated in a systematic fashion and thereby allow for a deconstruction on some of the factors influencing the subjective report. Self-awareness and and the description of e.g. state of mind has three major modifiers: exteroception, interception and top-down regulation. Shifts in self-awareness and self-regulation induced by systematic manipulations of all three factors will be discussed as to illustrate the volatility of the selfawareness.

In a series of experiments we have manipulated the perception for nociceptive input and demonstrated how contextual mechanisms influence both the neurophysiological evoked responses to pain as well as the self report on severity of a nociceptive input. In large these types of experiments allow for an interpretation whereby the subjective report of a pain provocation is influenced by a manipulation of top down mechanisms.

In a recent experiment we have extended this type of experimentation towards the un-aware domain. We used a backward masking paradigm in which stimuli can be presented for conditioning outside the conscious awareness of the subject. By associating a face with a stronger stimulus than expected and vice versa with a another face it was possible to adjust the response to a nociceptive input by conditioning towards adverse stimuli irrespective if the subject was aware or not about the conditioned stimulus. This illustrates the notion that a final conscious experience represents a final composite of many sources that may be influenced by many mechanisms. The role of the insula, lateral orbitofrontal cortex and adjacent regions as neurophysiological correlates for several qualities of self-awareness/ conscious experience will be discussed.
Hallucinogens

Hallucinogens are a group of compounds that can be divided into three categories: psychedelics (alter cognition and perception), deliriants (causing delirium), and dissociatives (feelings of detachment). The common feature of these psychoactive drugs is that they can cause subjective changes in perception, thought, emotion and consciousness. Unlike other psychoactive drugs, they induce experiences that are qualitatively different from those of ordinary consciousness. They do not induce significant changes in intellectual or memory capabilities, autonomic nervous system side effects are minimal, and addictive craving is absent.

Classical psychedelics are serotonin 2A receptors (5-HT2AR) agonists and they include LSD, psilocybin (“magic mushrooms”), mescaline (the active constituent of peyote), and DMT (the active constituent of ayahuasca). Apart from naturally occurring psychedelic compounds, a number of synthetic 5-HT2AR agonists have evolved (Ettrup et al., 2011). The 5-HT2AR is an excitatory postsynaptic receptor that has been implicated in the regulation of mood and consciousness (Nichols, 2004). Stimulation of the 5-HT2AR via administration of a 5-HT2AR agonist is known to produce marked changes in consciousness, such as are seen with the psychedelic drugs LSD, psilocybin and mescaline (Glennon et al., 1984). 5-HT2AR stimulation with, e.g., psilocybin has been shown to result not only in profound changes in consciousness but also in lasting improvements in well-being (Griffiths et al., 2011). Some describe a psychedelic ‘trip’ as one of the most profound experiences of their whole lives (Griffiths et al., 2011). The affinity of psychedelic drugs for the 5-HT2AR is positively correlated with their hallucinogenic potency. LSD is the most potent psychedelic, producing its characteristic subjective effects in doses as low as 20-50 μg. Psilocybin 2 mg IV is well-tolerated and produces typical psychedelic effects that begin within seconds of infusion (Glennon et al., 1984) and pre-treatment with ketanserin, a non-selective 5-HT2AR antagonist, markedly reduces the major psychedelic effects of psilocybin in humans (Vollenweider et al., 1998). Likewise, treatment with the 5-HT2AR inverse agonist pimavanserin has been found effective for treatment of levo-dopa induced psychosis, particularly hallucinatory delusions (Meltzer et al., 2010).

Neuroimaging studies of hallucinogen effects

Hallucinogens have a considerable potential as a pharmacological tool to study consciousness, but there are only a few neuroimaging studies that investigate their exact effects on the brain. Like research on psychedelics (Sessa, 2012), human consciousness research is currently in the ascendancy. Psychedelics are characterized by markedly perturbing consciousness without compromising arousal (Muthukumaraswamy et al., 2013) and thus offer a unique opportunity to study aspects of consciousness without being confounded by changes in arousal. Recent neuroimaging studies with the classic psychedelic drug, psilocybin, have given rise to the suggestion that when in the psychedelic state, the brain exhibits more characteristics of criticality in the psychedelic state than are apparent during normal waking consciousness (Carhart-Harris et al., 2014). The clinical effects of psilocybin 2 mg iv are associated with significant decreases in cerebral blood flow (CBF) in the medial prefrontal cortex (mPFC), consistent with the mPFC being hyperactive in depression, as reviewed in (Jaworska et al., 2014). Also brain areas such as the posterior cingulate cortex (PCC) shows decreased CBF in response to psilocybin (Carhart-Harris et al., 2012). The PCC has attracted particular interest due to its importance as a cortical connector hub (Hagmann et al., 2008) and integration center (Leech et al., 2012). In a recent case study of an epilepsy patient, it was reported that direct electrical stimulation of PCC lead to a transient behavioral unresponsiveness with loss of external connectedness and the patient reported to have had a dreamlike experience (Herbet et al., 2014).

Based on extensive medicinal and radiochemistry work, we have developed the first 5-HT2AR agonist PET radioligand, 11C-Cimbi36, for in vivo brain imaging of humans (Ettrup et al., 2014). Anecdotal reports from users suggest Cimbi36 (also called 25B-NBOMe) to be an active hallucinogen at a dose of as little as 250-500 μg (Wikipedia), making it a similar potency to other phenethylamine derived hallucinogens such as bromo-dragonfly. Duration of effects lasts about 12–16 hours. However, when administered in radiolabeled form for brain imaging, the maximum doses given are about 1.5 μg and thus without any subjective effects (Ettrup et al., 2014). With the recent technical development of simultaneous acquisition of PET and MRI neuroimaging data, one is now in a position to study the effects of psychedelics to a much greater extent.
The therapeutic use of hallucinogens

Canadian researchers Humphry Osmond, Abram Hoffer, and Alfred M. Hubbard developed psychedelic therapy in the mid to late 1950s. They made use of the powerful psychedelic experience to induce changes in the patients attitude, perspective, and behavior. The treatment schedule consisted of an intensive course of psychotherapy, leading to a single high-dose LSD session (Oram, 2014). By the start of the 1960’s it was a well-established therapy and it has been estimated that more than 40,000 patients were treated with psychedelics in the 1950s and 60s; most of these received LSD. LSD was most commonly used in the treatment of mood disorders and addiction and a recent meta-analysis of the use of LSD in the treatment of alcohol dependence found evidence of an impressive efficacy (Krebs and Johansen, 2012). Depression is another major public health problem of which brain disorders are prevalent (Wittchen et al., 2011). Medication with a selective serotonin reuptake inhibitor (SSRI) is the first line treatment but about 50% of patients remain symptomatic after a single treatment. Psilocybin shifts the emotional bias across various psychological domains and emotional face recognition in healthy subjects (Kometer et al., 2012) which may have important implications for the pathophysiology of dysfunctional emotional biases as seen in, e.g., major depression.

In conclusion, there is good evidence that research with psychedelics has considerable potential for developing aspects of psychoanalytic theory, for therapeutic effects in brain disorders, and for studying human consciousness more generally.
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Introduction

Biological evolution is a complex process allowing species and organisms to try to resist the second law of thermodynamics. Over time, this has led to the evolution of increasingly sophisticated brains allowing organisms to adapt and survive longer by learning from experience and predicting future events. Yet, this increase in adaptability also leads to an increasingly difficult resource allocation problem of how to best select between competing wants and likes. Self-awareness is of exceptional value for prioritizing. Therefore human consciousness can be thought of as one particular successful solution to this taxing problem (1). In recent years advances have been made in defining not only the neural correlate for self-awareness, but also how it may be instrumental in its regulation, and the severe consequences of its default.

The paralimbic network of self-awareness

Interestingly, part of this progress has been made possible by studying the introspective states involved in meditation. Studies of highly experienced Yoga-nidra practitioners have shown that there are significantly different brain networks involved in the mind-wandering states related to relaxation meditation (Yoga-nidra) and normal resting state (i.e., at rest, without intended motor, or mental function), and that these networks vary greatly with the changing contents of consciousness during the two conditions. In contrast to this variability of activity patterns, sustained activity in a paralimbic network is common to both states and traits. The network includes midline frontal regions (anterior cingulate and medial prefrontal cortices), parietal regions (primarily precuneus), and striatum (1).

Sketch of the paralimbic network.

Principal component analysis was used to identify brain regions common to conscious experiences during yoga-nidra meditation and the normal resting conscious state. Two major clusters were found, explaining 25 and 18% of the variability. The paralimbic network consists of a set of three regions which contributed to both clusters: Striatum, medial prefrontal, and medial parietal cortices (precuneus). Being active in a wide variety of conscious experiences, we hypothesized that this paralimbic network represents self-reference, as a common denominator for conscious experiences to account for a sense of unity of consciousness.

Paralimbic regions are anatomically located at the interface between the limbic and the neocortical brain, the former providing information on the bodily state and emotions, while the heteromodal neocortical association regions provide extrapersonal sensory and mnemotic information on the highest level of integration available for attention and awareness.

This discovery led to the hypothesis that the paralimbic network contributes to the sense of unity of conscious experience by acting as a common reference of self-perspective for changing conscious states and traits). Such a role for the paralimbic network would be consistent with ontogenetic considerations of brain development (2).

Activation of paralimbic system is linked to transition from subliminal to supraliminal stimuli. When visual words are presented serially at 28 ms duration they are perceived as meaningless flickering light. In contrast, when the appearance of each word is presented for a longer period of time (57ms) the words are clearly perceived. This change from meaningless subliminal perception to perception which is meaningful to the observer (the self) is linked paralimbic activation revealed by positron emission tomography (PET), even if the total exposure time during the scan is counterbalanced by reduced number of word exposures (3)
Paralimbic activity is linked to the minimal self-awareness accompanying any first person experience of ownership as evidenced by comparison of paralimbic activity induced by first person perspective compared to third person in a study using avatars (4).

Paralimbic activity depends on degree of self-content in extended self-awareness. This has been demonstrated in a number of studies using tasks ranging from mentalizing own features vs features of others (5), and retrieval of personal judgment of one-self vs other (6).

The paralimbic system is instrumental in self-awareness
According to David Chalmers, the “hard problem” of consciousness is why and how subjective experience arises from a physical basis (8). He considered the hard problem to be un-accessible with current technology at the time (8). With few exceptions, the position has been so influential that contemporary research has been stymied by focusing on what David Chalmers considered to be the “easy” problem of consciousness, i.e. its neural correlates. This limitation has the inherited risk of leading to a dualistic concept of human nature with two different worlds, the physical and the mental, without understanding their relationship. It also impedes our understanding of the biological function of self-awareness and conscious experience, and how its disturbance in pathology may account for major symptoms in self-regulatory disorders like autism, ADHD, and schizophrenia. However, recent methodological and conceptual advances justify a paradigm shift to focus on causality in consciousness research.

Importantly, causality of the network for self-awareness has now been established using single pulse transcranial magnetic stimulation (TMS) to examine the behavioral consequences of disturbing normal function of a given neural assembly by means of magnetic induction of non-physiologic neural activity (6,7,9), by granger causality analysis, a mathematical tool to ascertain causal influence of one neural assembly on another, and by pharmacological manipulation, for instance dopaminergic activation (10).

Pathophysiology
The paradigm shift from studying mere correlation to causality of self-awareness has already given promising results in a better understanding of pathophysiology of some of the many disorders of self-awareness and conscious self-regulation.

Self-awareness is tightly linked to conscious self-monitoring and self-control, and recent data show that these functions are regulated by dopaminergic activity, linked to activity in the medial prefrontal/anterior cingulate cortices (10). Illustrating the importance of this regulatory mechanism, we have recently shown that it is deficient in gambling disorder (11). More profound pathology is present in a number of disorders, for instance autism, adhd, borderline personality disorder, schizophrenia, and the dementias.

ADHD is an example. It is characterized by poor self-regulation, including conscious self-regulation, here mainly in the form of poor attention and impulse control. Conscious self-regulation involves coordination and organizing self-awareness during planning, execution and monitoring goal-directed behaviors, resulting in impulse control. This capacity is one of the defining ontological features of human development, and children with ADHD are often regarded as immature in this respect. ADHD has shared traits with other disorders of impulse control, such as borderline personality disorder. fMRI studies have shown decreased activity in the paralimbic network of self-awareness and self-monitoring (12) in agreement with the concept of causality of dysfunctional paralimbic self-awareness in dysfunctional conscious self-control.
Conclusion
The paradigm shift in consciousness research from mere correlation to instrumental neural mechanisms is opening new vistas in pathophysiology and its remediation of important disorders of self-awareness and self-monitoring.
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